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【摘要】 近年來，以學生為主的教學方法逐漸被各教育機構所採用，例如:合作學習，教中學等等，但也衍生出無法準確測量學生的學習狀況。因此，我們想藉由問題測驗的方式，來輔助教師了解學生學習狀況。為此本研究預計研發一科技輔具，使用BERT技術來達成自動問題生成(Automatic Question Generation, AQG) 以減輕教師負擔；再經由深度知識追蹤對問題之知識點進行標記和難度分級，依學生填答結果對下次問題做適性化調整，期望提高學生學習表現也讓教師掌握學生之學習概況。
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# 1.研究動機

由於近年來，教中學這一學習概念越來越流行，且這種學習模式也被應用於程式設計課程之中。然而，對學生學到了多少，卻無法得知。因此衡量學習標準的存在是必須的。而問題則是評估學習表現的常見方法(Pinter et al., 2020)。然而，創造問題對於教師來說不僅費時也費力同時也無法確定學生是否有效吸收課堂所學知識。(Lu et al., 2021)。因此，需要一種輔助工具，降低教師負擔的同時又能確切掌握學生之學習狀況。

本研究欲利用現代AI技術，特別是自然語言處理（Natural Language Processing, NLP），提供自動問題生成來當作解決方案並結合深度知識追蹤演算法，針對不同程度學生自動生成問題組，讓教師能確切掌握學生之學習狀況。

# 2.文獻探討

問題生成已成為教育方面和自然語言處理的新興研究領域 (Beg & Beg, 2018; Deena & Raja, 2022)。NLP的目的為模仿人類如何使用語言並學習如何去運用來達成目標(Chowdhary, 2020)。Le 等人將AQG的概念定義為：「從各種輸入（如文本、數據庫）來生成問題」(Le et al., 2014)。

Google 開發的BERT (Bidirectional Encoder Representations from Transformers, BERT) 採用 Transformer 的編碼器以預訓練 + 微調的方式，且為雙向的學習架構(Devlin et al., 2018)。 而它也是一個使用巨量數據的預訓練模型，並且它可以讓研究人員對其參數進行微調，達到期望結果 (Pan & Yang, 2009)

根據 2017 年美國國家教育技術計劃，個人化學習被定義為「針對每個學習者的需求和學習速度對教學方法進行調整。儘管「個人化學習」和「適性化學習」這兩個術語不同，但它們在各種研究中被發現經常被研究者們交換使用(Göbel & Mehm, 2013; Lin et al., 2013)。此外，適性化學習可以根據學習者的表現來進行，而不需要其個人喜好和習慣。因此本研究旨在透過適性化學習之概念，對測驗進行適性化調整，使其與學生知識水平相符合。

# 3. 系統介紹

建立課程專用伺服器：提供學生連線之伺服器進行操作學習，並保留各學生練習測驗日誌資料。抓取學生編程日誌。經量化及資料處理後以資料庫型式儲存。最後對資料庫內的資料進行分析。

自動問題生成：機器生成的問題預計使用BERT來進行問題生成，BERT模型的預訓練會執行以下兩種動作：第一步為Mask LM（Masked Language Model），其主要是做單字的雙向學習。將一個句子放入模型，模型會隨機遮蔽已輸入的資料中大約 15% 左右的單字，再來會讓模型運行整個被遮蔽起來的句子，並讓其去預測被遮蔽住的單詞。第二步為NSP（Next Sentence Prediction）：學習句子層級的相關性，判斷兩個句子是不是連續的句子，且預測是否互相關聯。

深度知識追蹤：我們會先確認課程內容，並對「python教育資料探勘實作」課程內教師所要教導的內容（知識點），進行分類和分級。預計會分成四大面向：「基本程式」、「資料科學基礎」、「資料視覺化」和「機器學習」，並對生成好的問題做分類。再將分類完好的問題進行難度分級（簡單:1、中等:2、困難:3），最後整合為問題題庫。

適性化調整：藉由深度知識追蹤所標記好的知識點，我們可以對學生每次的填答結果作出紀錄和分析，並對問題進行調整。

# 4.預期成果

(1)降低問題所需成本：藉由自動問題生成，教師們可以減少出題所花時間。

(2)掌握學生學習近況：教師可以藉由學生的答題紀錄了解其知識缺陷。

(3)程式設計能力：我們希望學生能藉由適性化出題，多練習自己較不熟悉的題目，增進對於該知識點的記憶，來提升學生的學習表現，以學習成績量化評估。
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